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Abstract—The design environment, design and test flows, and
the constraints and challenges of implementing large two-di-
mensional arrays of receiver and transmitter circuits for opto-
electronic-very-large-scale-integration (OE-VLSI) applications
is described, and the use of optically and electrically differential
architectures is advocated. We show that the incorporation of
design-for-testability features and chip-level test methodologies
overcome some of the unique challenges of testing OE-VLSI
receiver and transmitter circuits. We present design techniques
that can be used to improve the switching-noise performance of
fully differential OE-VLSI receiver and transmitter circuits. We
show that the operational yield of large receiver arrays is maxi-
mized through the use of an optically and electrically differential
architecture.

Index Terms—Application-specific integrated circuits (ASICs),
design for testability, differential optical signaling, driver circuits,
mixed analog-digital integrated circuits, optical interconnections,
optical receivers, optical transmitters, optoelectronic-VLSI, very-
large-scale integration.

I. INTRODUCTION AND MOTIVATION

BASED on the recent rapid evolution of electronic and
optoelectronic technologies, new opportunities and new

constraints have emerged that motivate the analysis of the
design and implementation of large, two-dimensional (2-D)
arrays of receiver and transmitter circuits for optoelectronic-
very-large-scale-integration (OE-VLSI) applications [1]–[3].
An OE-VLSI chip represents a mixed-signal integrated circuit
typically using state-of-the-art complementary metal–oxide–
semiconductor (CMOS) process technology, in which optical
receiver and transmitter circuit arrays are tightly integrated with
digital circuitry. The maturation of heterogeneous integration
techniques now allows the integration of large 2-D arrays of
optoelectronic devices (OEDs), such as vertical-cavity surface-
emitting lasers (VCSELs) and photodetectors, to the optical
receivers and transmitters on a CMOS chip to form dense
arrays of surface-normal optical inputs and outputs (I/Os).

OE-VLSI applications typically have large optical I/O re-
quirements (e.g., in switching applications [4]–[7]), implement
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complex processing functions operating on wide data busses
([8], [9]) or implement simple processing functions operating
on large data sets, but only on a small number of bits at a time
(e.g., image processing applications [10], [11]). The digital cir-
cuitry is an integral part of an OE-VLSI chip and strongly in-
fluences the design environment and the design flow of the op-
tical receivers and transmitters. Integration with digital circuitry,
for example, requires the optical receivers and transmitters to
operate with low supply voltages and in the presence of sub-
stantial amounts of switching noise. Integrating optical I/O with
digital circuitry also permits the receiver and transmitter cir-
cuits to be treated as replacements or complements to conven-
tional electrical I/O pads or as bridging elements for electrical
interconnects. This allows for conventional digital design and
test flows to be extended to accommodate optical receivers and
transmitters, facilitating the integration of OE-VLSI technology
into mainstream applications. This is attractive for the develop-
ment of new test techniques for OE-VLSI chips, which thus far
have been largely ad hoc and nonpervasive with little support
provided at the chip level. In many OE-VLSI chips, arrays of
OEDs are tested by forward-biasing all of the elements in the
array, providing some information on heterogeneous OED inte-
gration yield but little information regarding the operability of
the receiver or transmitter circuits themselves. Some portions
of the receiver and transmitter circuits in [8] could be crudely
tested, but the test results were not conclusive. The tests them-
selves were devised after the circuits had been designed, and the
lack of support at the chip level for performing the test made
testing a laborious and time-consuming effort. The use of con-
ventional design and test flows in OE-VLSI chip design presents
an opportunity for significant advancement in the area of testing.

The analogy of OE-VLSI receivers and transmitters as
optical replacements for conventional electrical I/O pads is an
ideal starting point for the discussion of OE-VLSI architectures.
In high-speed on-chip and off-ship signaling applications, dif-
ferential signaling formats such as current mode logic (CML),
low voltage differential signaling (LVDS), and high-speed
transceiver logic (HSTL) are commonplace. The use of a dif-
ferential architecture for mixed-signal technologies to combat
the effects of switching noise and to enhance signal integrity at
high data rates has been widely accepted both in industry and
in academia for many years. A fully differential (optical and
electrical) architecture was identified as a superior architecture
for fiber-based and free-space optical interconnects more than
a decade ago [12]–[14]. For these reasons, the adoption of an
optically and electrically differential architecture in OE-VLSI
applications might seem natural. In terms of electrical archi-
tectures, however, this has largely not been the case. To the
authors’ knowledge, only one OE-VLSI chip employing a
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differential optical and electrical architecture has been reported
to date [8]. Some OE-VLSI chips utilizing a differential optical
signaling architecture have been reported ([4]–[6], [15], [16]),
but the underlying electrical architecture of the receiver and
transmitter circuits on these chips were single-ended. The use
of differential optical signaling for these chips was intended
primarily to address the weak optical signal contrast available
from quantum-confined Stark effect (QCSE) modulator-based
transmitters. In [16], for example, a totem pole QCSE mod-
ulator structure was used to transmit differential optical data
from an electrically single-ended transmitter circuit (a CMOS
inverter) and achieve a contrast ratio of 2:1. The receiver was
based on an electrically single-ended transimpedance amplifier
and used a similar totem pole QCSE detector structure to
decode the differential optical input.

There are two principal differences between the design of
receivers and transmitters for OE-VLSI applications and for
others such as telecommunicatiosn and data communications
applications. First, the pitch of the OEDs in the OED array limits
the physical space available to implement a receiver and trans-
mitter circuit in an OE-VLSI application. OED pitches have be-
come quasistandardized to a 125- m grid [8], [17]. This per-
mits at most a 125 125- m are (for an optically single-ended
design) or a 125 250- m are (for an optically differential de-
sign) to implement the receiver and transmitter circuit. Second,
there is the concern of aggregate power dissipation in large ar-
rays. In [8], for example, the maximum power dissipation of a
receiver circuit was approximately 9.5 mW. If all receivers were
operated simultaneously, the aggregate power dissipation of the
540-element array would be more than 5 W.

These differences place severe constraints on the design of
a receiver and transmitter circuit for OE-VLSI applications.
The type of circuit elements that can be used for an OE-VLSI
receiver and transmitter is limited. The ability to use on-chip
passive circuit elements, such as resistors, capacitors, or spiral
inductors, is limited or impossible due to the size of the ele-
ments. Active devices often serve as replacements for passive
circuit elements. For example, the use of metal–oxide–semi-
conductor field-effect transistor (MOSFET) devices as resistive
feedback elements in receiver preamplifiers is well established.
MOSFET devices have also been used to implement active
inductor loads in receiver applications [18], [19] and are also
commonly used to implement power supply or bias voltage
decoupling capacitors.

Physical space limitations can also limit the circuit com-
plexity that can be realized for an OE-VLSI receiver and
transmitter. Serialization and deserialization operations and
data encoding schemes, such as 8-b/10-b coding, commonly
found in telecommunications and data communications appli-
cations, are avoided to allow the implementation of a simplified
dc-coupled receiver [4]. Other circuit features common to
non-OE-VLSI applications can require significantly more area
to implement than is available. For example, a receiver with
automatic gain control can occupy an area of more than 650

1200 m [20]. In [21], a clock and data recovery circuit
occupied more than 600 700 m. These constraints are more
severe for the receiver and, consequently, it must employ a
simple design [17], [22], [23].

Conversely, OE-VLSI receiver and transmitter circuit design
has some unique challenges as compared with their telecommu-
nications or data communications counterparts. The most sig-
nificant challenge arises from the use of an optical system to
perform a chip-to-chip or intra-chip interconnection of dense
2-D arrays of optical signals. Although such large-scale optical
systems have been successfully constructed, they introduce spa-
tial losses that are significantly nonuniform across the array.
For example, a clustered microoptical system designed to relay
512 optical beams arranged as 32 4 4 clusters of beams was
found to have power transmission variations from the mean of

35 within a typical cluster [24]. Another optical system for
an 8 8 array of optical beams based on a fiber image guide
with 10- m diameter fibers and 1.4- m claddings was found to
exhibit power transmission variations from the mean between

10 and 35 , depending on the input spot radius [25]. This
degree of power transmission nonuniformity can cause signif-
icant operational problems for an array of electrically single-
ended receiver circuits that are commonly biased and controlled,
as all such receivers have the same decision threshold. In an op-
tically differential transmission scheme with an electrically dif-
ferential receiver, the problem of power transmission nonunifor-
mity in the optical system is limited to the two differential inputs
to any given receiver. For this reason, the use of an optically and
electrically differential architecture is particularly attractive for
OE-VLSI applications.

The organization of this paper is as follows. Section II de-
scribes design-for-testability (DFT) techniques and testing for
OE-VLSI receivers and transmitters. In this section, we describe
the implementation of circuit-level DFT features, a formal ap-
proach to fault sensitization and detection, and the integration
of receiver and transmitter test methodologies compatible with
conventional digital VLSI chips. Section III presents a discus-
sion of switching noise in receiver and transmitter arrays, out-
lining the benefits offered by a fully differential architecture and
addressing some receiver and transmitter design considerations
to improve switching-noise performance. Section IV describes
the effects of switching noise and variations in incident optical
power on the operational yield of commonly biased and con-
trolled groups of receiver and transmitter circuits. Section V is
the conclusion.

II. DESIGN FOR TESTABILITY

The incorporation of DFT features, such as serial scan chains
(SSCs) and level-sensitive scan design, are commonplace in
digital system design [26], [27]. Testability concepts have been
extended to analog and mixed-signal circuitry ([28], [29]) and
to small transmitter arrays ([30]), but these approaches are not
appropriate for OE-VLSI applications due to the scale of the
receiver and transmitter arrays, where circuits can number in
the hundreds or thousands. This section will discuss the testing
of large arrays of receiver and transmitter circuits in OE-VLSI
applications and the means of incorporating circuit-level testing
with chip-level techniques commonly employed with digital
circuitry.

OE-VLSI receivers and transmitters are unique given that
the receiver input and transmitter output are optical and that
the OEDs, via a heterogeneous integration technique such as
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flip-chip bonding, are an integral part of the circuit topology.
The task of testing such circuits is complicated because conven-
tional test equipment for mixed-signal and digital VLSI chips do
not have optical I/O capabilities. Furthermore, heterogeneous
OED integration introduces cost and yield issues beyond that
normally associated with digital VLSI chips. The heterogeneous
integration process may, for example, detrimentally affect the
operation of the OEDs, resulting in dead receivers, dead trans-
mitters, or dead digital circuitry and rendering part or all of
a chip nonfunctional. in addition, some of the electrical con-
nections between the OED arrays and the VLSI chip (e.g., the
flip-chip bump bonds in a flip-chip bonding heterogeneous in-
tegration process) may be poor or completely open-circuited
after the heterogeneous integration process. For reasons such as
these, it is desirable to perform circuit testing both before and
after heterogeneous OED integration.

The following subsections describe test features at the cir-
cuit level of the receiver or transmitter that can be easily in-
corporated. These test features allow for electrical-only tests
that do not rely on the presence or absence of OEDs in the
circuit topology and can assist in the detection of functional
faults within the constraint of using electrical test equipment
without optical I/O capability. The successful post-integration
testing of the OEDs and OED connections would require large-
scale optical I/Os to be available with test equipment and, thus,
cannot be addressed using the techniques described in this sec-
tion. Test methodologies that integrate receiver and transmitter
testing with conventional digital test methodologies at the chip
level are also discussed. It will be shown that the implementa-
tion of these test techniques are facilitated by differential archi-
tectures.

A. DFT Implementation

To facilitate the basic testing of receivers and transmitters,
circuit elements can be added in parallel with the normal OED
locations to mimic their electrical behavior. This is illustrated in
Fig. 1 (MT transistors) for optically and electrically differential
(a) preamplifier and (b) transmitter circuits [8]. When enabled,
these transistors allow the injection of current into either of the
input arms of the preamplifier to mimic a photocurrent input and
allow paths for current conduction to be enabled for the trans-
mitter. When disabled in normal operation, the additional para-
sitic capacitance of the DFT circuit elements has only a minor
performance impact as they are small (tens of femtofarads) with
respect to the junction capacitance of the OEDs (hundreds of
femtofarads).

Although the incorporation of these additional circuit ele-
ments facilitates receiver and transmitter testing, they are, in iso-
lation, limited to performing circuit-level or group-level testing.
For the receiver in [8], only basic pass/fail testing could be per-
formed on individual circuits; for the transmitter, only qualita-
tive pass/fail testing could be performed on groups of circuits
simultaneously through supply current monitoring. In order for
OE-VLSI technology to be commercialized, it is necessary to
proceed beyond the addition of simple DFT features on a per-
circuit basis. A formal sensitization and detection process and
the incorporation of testing features at higher levels of the chip
design are required.

(a)

(b)

Fig. 1. Incorporation of DFT features in optically and electrically differential
(a) receivers and (b) transmitters [8]. Additional circuit elements (MT
transistors), controlled by inputs nV and nV , are added in parallel with
the normal locations of the OEDs (shown as diodes) to mimic their electrical
behavior.

B. Obtaining Test Results

To test receiver and transmitter circuits and to maintain com-
patibility with conventional digital VLSI test techniques, a dig-
ital result from the circuit under test is required. This can be
accomplished by using a comparator to compare various node
voltages in the circuit under test to each other or by monitoring
the outputs of circuit stages that produce CMOS logic voltage
levels.

The comparator approach is facilitated through the use of an
electrically differential architecture, where complementary cir-
cuit nodes with symmetric behavior abound and can be easily
compared against one another. In electrically single-ended ar-
chitectures, internal circuit nodes would need to be compared
with reference voltages generated from on-chip voltage refer-
ence or replica circuits. The comparator circuitry can be de-
signed such that it dissipates no power and has minimal (tens
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of femtofarads) capacitive loading effects during normal opera-
tion. The only significant penalty is an increase in circuit layout
area, which is discussed further in Section II-D.

C. Fault Sensitization and Detection

Typical CMOS manufacturing faults include open-circuit and
bridging faults [31]. Setting the controllable inputs to the cir-
cuit under test to establish an expected fault-free circuit state
(referred to as a test vector) sensitizes faults in the receiver and
transmitter. Assuming a single-fault model, the test vector sen-
sitizes all faults that could lead to a state other than the fault-free
state. Once the test vector is applied, the circuit state is checked.
If the circuit state is not equal to the fault-free state, a fault is de-
tected.

As an example, consider the optically and electrically differ-
ential transmitter circuit shown in Fig. 2. A number of possible
faults are indicated in brackets, with ’s representing open-cir-
cuit faults and ’s representing bridging faults. With the nV
and nV inputs set high to enable the test structures, many
of the indicated faults can be sensitized using the following test
vector: set input V high and input nV low to steer the mod-
ulation current ( ) to the left-hand side of the circuit; set the
left-hand side bias current ( ) to a nominal magnitude and
set the right-hand side bias current ( ) and to
and , respectively. For this test vector, the fault-free cir-
cuit state corresponds to node voltage V less than node voltage
V . If V V results from the application of the test vector,
one of many possible faults has been detected. This includes
faults (2, 4) and that result in V being pulled toward
ground, fault that results in V being pulled toward the
supply voltage, and faults (5, 7, 9, 10) that prevent from
being steered to the left-hand side of the circuit.

D. Test Overhead

To quantify the circuit layout overhead of incorporating com-
parator circuit(s) to generate digital test results for receiver and
transmitter circuits, a test chip in 0.35- m CMOS was fabri-
cated. The test chip was designed to ensure that open-circuit
and bridging faults could be detected reliably across all process
corners using the methods described thus far in this section.
Faults were manually inserted in multiple replicas of the cir-
cuit, and detection of these faults was verified successfully in the
fabricated chip. A fully differential receiver was implemented
on this chip and included four comparator circuits—one each
for the preamplifier and postamplifier, and one each for their
corresponding common-mode feedback (CMFB) circuits. The
complete receiver occupied 76 61.1 m, with the test cir-
cuitry consuming approximately 42% of the total area. This
large overhead is commensurate with the number of indepen-
dently testable circuit stages. The layout of a fully differential
single-stage transmitter circuit on the same test chip occupied
37.9 58.4 m, with test circuitry corresponding to approxi-
mately 22% of the total area.

In digital circuit testing, it is estimated that a 1–3% area over-
head for circuit structures dedicated to testing is sufficient to
implement sophisticated built-in test schemes [27]. For receiver
and transmitter circuit testing, per-stage area overheads of more
than 20% are very large by comparison. It is possible to reduce

Fig. 2. Fault sensitization and detection example for an optically and
electrically differential transmitter. ( )’s indicate possible open-circuit faults.
h i’s indicate possible bridging faults. Dashed lines indicate the normal location
of the VCSELs when present.

the layout overhead of testing multistage circuits such as re-
ceivers by reducing the number of comparators used. For ex-
ample, it is possible to use a single comparator or the digital
receiver output to obtain test results for cascaded circuit stages
that follow the signal path of the receiver, such as the preampli-
fier and post-amplifier; when testing the preamplifier, the out-
puts of the post-amplifier could be compared to detect faults.
For circuit stages that do not follow the signal path of a multi-
stage circuit, such as CMFB circuits, analog multiplexers can be
used to select the inputs provided to a single comparator. Using
these approaches, the receiver layout overhead experienced on
the test chip could be reduced to 21% from 42%. If the digital
output of the receiver rather than a comparator were used to gen-
erate digital test results for circuit stages that follow the signal
path, the receiver layout overhead could be reduced to approx-
imately 10%. Simulations performed on the test-chip receiver
design verified that all preamplifier faults that could be detected
using a comparator to compare the outputs of the preamplifier
could still be detected by using a comparator to compare the out-
puts of the post-amplifier instead. This suggests that fault cov-
erage will not be compromised using these overhead-reduction
techniques.

E. Chip-Level Implementation

Conventional testing methodologies in digital VLSI at
the chip level, such as the use of SSCs, can also be used for
OE-VLSI chips to integrate receiver and transmitter testing with
conventional digital testing. SSCs can be used at the interface
between a receiver array and a combinational digital circuit and
between a combinational digital circuit and a transmitter array.
Fig. 3 illustrates an example of receiver-side SSC cells [32] that
can be linked to other cells to form SSCs. The corresponding
transmitter-side SSC cell is similar. The SSC cell in Fig. 3(a)
can be used to scan in control and test inputs to an array of
receivers or to the digital circuit. The D flip-flop (DFF) with
a strobe signal for the clock is used as a means to apply the
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(a)

(b)

Fig. 3. Receiver-side SSC cells to (a) scan in control and test inputs to the
receiver array or to the digital circuit and (b) scan out test responses, receiver
outputs, or to provide a pass-through path for normal operation. The scan-out
(SO) pin of a cell can be linked to the scan-in (SI) pin of a subsequent cell to
form an SSC.

control and test inputs to all of the receivers only after scanning
in is complete. The SSC cell in Fig. 3(b) can be used to scan
out test responses from the receiver array, the receiver outputs,
or to provide a clocked pass-through path from the receiver
array to the digital circuit in normal operation.

III. SWITCHING NOISE

Telecommunications and data communications receivers are
often operated in isolation on a given chip and designed for
noise-limited (i.e., thermal, shot, or flicker noise) sensitivity.
In OE-VLSI applications, receivers and transmitters are imple-
mented in large arrays using a state-of-the-art CMOS process
technology and must operate with low supply voltages and in
the presence of substantial amounts of switching noise from the
surrounding digital circuitry. Consequently, the performance of
OE-VLSI receivers and transmitters are limited by the effects
of switching noise and by random dc offsets arising from tran-
sistor mismatch [7], [22], [33]. This implies that an electrically
differential architecture, due to the inherent common-mode
rejection capability that it offers, can be used advantageously
in OE-VLSI applications to combat the detrimental effects
of switching noise. The surrounding digital circuitry and
the receiver and transmitter arrays generate switching noise
in an OE-VLSI environment, appearing as a voltage signal
superimposed on the power supply rails. Switching noise can
couple into neighboring victim circuits directly through the
power supply networks and through the substrate and indirectly
through capacitive coupling of independent power supply net-
works and signal paths. When the victim circuit is a transmitter,
switching noise can couple into the optical output and be
transmitted optically to the input of a receiver on another chip.
In all cases, switching noise degrades the performance of the
victim circuit and/or requires additional power to compensate

Fig. 4. Representative schematic of a fully differential amplifier stage.

for it. In [33], the switching noise generated through the parallel
operation of a 50-element single-ended receiver array was
shown to result in degraded receiver sensitivity (a 3-dB power
penalty) over that of a receiver operating in isolation. In [17],
switching noise was found to affect the performance of the
single-ended transmitter circuits. As more proximally located
transmitter circuits were operated, the effects of switching
noise resulted in a deteriorated eye diagram.

In the following subsections, the switching-noise per-
formance of receiver and transmitter circuits are discussed
qualitatively, along with various design techniques that a de-
signer may consider to improve switching-noise performance.

A. Receivers

The need to interface with digital CMOS circuitry demands
that later receiver circuit stages operate nonlinearly and produce
large voltage signals approaching the voltage supply rails. In
this respect, they have switching-noise generation and immu-
nity characteristics similar to digital CMOS circuitry, in which
noise is generated during logic-state transitions. In [8], [17], and
[34], a Schmitt trigger was used to improve the switching-noise
immunity of a receiver by introducing hysteresis in the transfer
characteristic (TC) of the decision stage. The drawback to this
approach is that only these later receiver stages benefit from it.
Signal contamination in earlier circuit stages can still result in
an erroneous input to the Schmitt trigger.

In contrast, the initial circuit stages of a receiver such as
the preamplifier generally work as linear amplifiers operating
on small voltage signals. It is these circuit stages that are
most susceptible to the effects of switching noise. Electrically
single-ended receivers have less immunity to switching noise
than receivers with an electrically differential architecture be-
cause they do not have any common-mode rejection capability.
From a switching-noise perspective, the optimal architecture
for a receiver amplifier stage is a fully differential one, such as
that shown in Fig. 4, which has symmetry in the voltage wave-
forms at complementary circuit nodes. This causes switching
noise to be coupled symmetrically into both the V and V
outputs and to appear as a common-mode signal at the inputs
to the next amplifier stage, where it can be rejected.
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Fig. 5. Transmitter based on current switching [30]. The entire modulation
current (whose magnitude is set by V ) is switched every time the input
undergoes a transition.

B. Transmitters

In the current switching transmitter shown in Fig. 5 [30], the
entire modulation current, whose magnitude is set by the voltage
V , is switched every time the transmitter undergoes a logic
state transition, causing a large amount of switching noise to
be generated. This is inappropriate for large arrays of trans-
mitter circuits. In OE-VLSI applications, a transmitter design
based on current steering, as illustrated in Fig. 6, is required.
In a current steering transmitter, the modulation current ( ) is
steered (a) between the VCSEL and a dummy load in an opti-
cally single-ended configuration or (b) between two VCSELs in
an optically differential configuration. For the optically single-
ended configuration shown in Fig. 6(a), there is an asymmetry
in the electrical properties of the two paths in which the mod-
ulation current can flow. This causes the drain-source voltage
across the tail current source to be different in each logic
state, resulting in a logic-state dependence in the drawn supply
current. For the optically differential configuration shown in
Fig. 6(b), where the dummy load of Fig. 6(a) is replaced by an-
other VCSEL, and each is provided its own bias current ( ),
the asymmetry in the electrical properties of the two paths in
which the modulation current can flow is largely eliminated.

For both the optically single-ended and differential transmit-
tersofFig.6, switchingnoise isgeneratedduring input transitions
due to the asymmetry of the current waveforms through steering
transistors M1L and M1R. The transmitter inputs (V and
nV ), which are rail-to-rail CMOS logic signals, control the
operation ofM1L and M1R, causing them toconduct currentor to
be in cutoff. The portion of the input swing of V V from a
low-to-high voltage transition for which the gate-source voltage
of M1L (M1R) is less than its threshold voltage is wasted, as it
does not significantly change the conductivity of M1L (M1R).
During this period, the conductivity of M1R (M1L) is being
reduced in conjunction with a high-to-low voltage transition of
V V . This results in asymmetric M1L and M1R current
waveforms during input transitions, which causes the voltage at
their common-source node [V in Fig. 6(b)] to fall and rise as
the capacitance at that node is discharged and recharged by the
nonstatic current provided by the tail current source.

Improved symmetry of the M1L and M1R currents could
be achieved through the use of an input conditioning circuit
that raises the voltage level of V V in the logic low-
(high-) state in a manner that tracks the magnitude of the modu-
lation current, eliminating the wasted portion of the input swings
during input transitions. Fig. 7 schematically illustrates the im-

(a)

(b)

Fig. 6. Transmitters based on current steering. (a) Optically single-ended
design. (b) Optically differential design. The modulation current (IM) is always
drawn from the supply, being steered through transistor M1L or transistor M1R,
depending on the logic state of the complementary V and nV inputs.

Fig. 7. Representative input conditioning stage used to improve the symmetry
of the steered currents in a current steering transmitter [35]. The conditioned
low-state voltage for the transmitter inputs is determined by the characteristics
of the resistors and the modulation current magnitude (IM). As IM increases,
the logic low- (high-) state voltage for V ( nV ) decreases, and vice versa.



3412 JOURNAL OF LIGHTWAVE TECHNOLOGY, VOL. 21, NO. 12, DECEMBER 2003

plementation of the conditioning stage from [35]. The outputs of
the stage serve as the inputs to the VCSEL-driving stage [such
as the circuit of Fig. 6(b), for example]. The conditioned logic
low- (high-) state voltage level for V nV is dependent on
the characteristics of the load resistors and the magnitude of
the modulation current. As the modulation current increases, the
low- (high-) state voltage at V nV needed by M1L (M1R)
decreases along with the node voltage V because M1R (M1L)
requires a larger gate-source voltage.

IV. RECEIVER OPERATIONAL YIELD

In OE-VLSI ASICs that employ large arrays of receivers and
transmitters, there is a practical need to bias and control cir-
cuits in groups from a packaging perspective to conserve the re-
quired number of external I/O pins. It is also necessary to ensure
that circuits have sufficient operational flexibility to overcome
any problems arising from, for example, silicon or photodetector
process variations or an average input power that varies across
the receiver array. Insufficient operational flexibility for a group
of receivers can result in the inability to simultaneously op-
erate the entire group of circuits successfully. Receivers in a re-
ceiver group may be functional when operated individually, but
some may experience problems such as duty cycle distortion or
stuck-at 1/0 behavior when many of them are operated simulta-
neously. In this section, we investigate the effects of variations in
incident optical power and the effects of switching noise on the
operational yield of receiver common bias and control groups
(CBCGs). We show that the operational yield of optically and
electrically differential receiver CBCGs is inherently superior
to that of optically single-ended ones.

Operational yield is a metric that characterizes the ability of an
entire group of circuits to be operated successfully. It is defined as
the percentage of circuits in a CBCG that can be simultaneously
operated at a desired data rate with a desired bit-error rate (BER).
It is possible for individual circuits within a CBCG to meet these
performance criteria when operated individually and yet fail to
do so when other circuits in the group are also operated. Receiver
operational yield is reduced by dynamic operating problems such
as switching noise, which degrades receiver sensitivity and BER
and worsens as the CBCG size and the data rate increase. It is also
compromised by static operating problems such as the inability
to set one or more common bias or control parameters to simul-
taneously configure all of the receivers in the group to meet the
desired data rate and BER criteria. It will be shown that the ef-
fects of switching noise tend to exacerbate the operational yield
problems arising from static control issues.

A. Operational Yield Limitations of Single-Ended Receivers

The electrical TC of a single-ended optical receiver relates
the output voltage to the input photocurrent. Fig. 8 shows the
noninverting TC for the receiver in [17]. The TC transition re-
gion is bounded on both sides by ranges of input photocurrents
that correspond to logic 0 and logic 1 receiver outputs. At the
center of the transition region, midway between the power and
ground rails, is the optimal average input photocurrent ( ).
For any set of configurable bias and control parameters, there
is a corresponding TC and transition region location. Thus, the
location of is bias and control dependent.

Fig. 8. Representative single-ended receiver TC [17] relating its output voltage
to its input photocurrent. The transition region is bounded by input photocurrent
ranges corresponding to logic low and logic high outputs. The optimal operating
point (I ) is at the center of the transition region and its location is bias and
control dependent.

From a qualitative operational perspective, the extent to which
the average input photocurrent ( ) deviates from de-
termines whether the receiver is operating optimally, the degree
to which it is operating successfully but imperfectly, or whether
it is not operational at all. Also important is the relative magni-
tude of the input photocurrent swing ( ) to the width of the
TC transition region ( ). Ideally, is equal to and

is much larger than . When this occurs, the input pho-
tocurrent corresponding to the logic high and logic low states
extend symmetrically beyond either edge of the TC transition
region, providing the output voltage signal with a perfect duty
cycle and an optimal eye diagram. When is smaller (larger)
than , the input photocurrent in the logic low (high) state
extends farther beyond the left (right) edge of the TC transition
region than the input photocurrent in the logic high (low) state
extends beyond the right (left) edge. In both cases, the output
voltage signal will exhibit duty-cycle distortion and a reduced
eye-diagram opening. As deviates farther from , the
severity of the duty cycle distortion and the eye-diagram degrada-
tion worsen. These problems also worsen as gets smaller.
If deviates sufficiently from or is not suffi-
ciently large, the receiver may eventually exhibit stuck-at 1/0 be-
havior, where it remains stuck in the logic high- or low-output
state. Switching noise on the power supply is also problematic,
as the TC transition region of a single-ended receiver is affected
by changes in the supply voltage. This fact has been used explic-
itly as a means of offset control in single-ended receivers that
had an otherwise fixed TC to achieve optimal operation for a
given [36]. Shifts of the TC transition region due to power
supply switching noise is manifested as jitter.

Single-ended receivers in a CBCG are all configured to have
the same nominal TC and . For optimal operation, it is
necessary to provide each receiver in the CBCG with the same

, and for it to be coincident with . This is not pos-
sible to achieve perfectly for a number of reasons. In practice,
individual receiver TCs in a CBCG may have slightly different
characteristics due to silicon process variations. The resulting

for the group of receivers is actually a range of currents. In
OE-VLSI applications, it is beyond the control of the circuit de-
signer to achieve a uniform across a receiver CBCG. The
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Fig. 9. Four simulated eye diagrams of an eight-element CBCG of optically single-ended receivers [17] at 250 Mb/s. Switching noise was superimposed on the
voltage supply and ground rails with amplitudes of (a) 0 mV and (b) 100 mV. The average input photocurrent for each receiver was varied by �20% across the
CBCG. Even without switching noise included, duty-cycle distortion is evident. With switching noise included, the eyes are severely degraded. The eye diagrams
for the remaining four receivers were fully closed with switching noise included.

Fig. 10. Simulated eye diagrams of an eight-element CBCG of optically and electrically differential receivers [8] at 250 Mb/s. Switching noise was superimposed
on the voltage supply and ground rails with amplitudes of (a) 0 mV and (b) 100 mV. The average input photocurrent for each receiver was varied by�20% across
the CBCG. All eyes are exemplary, even with switching noise included.

degree to which varies across the receivers in the group
is determined by several factors, including the uniformity of
the properties of the transmitter circuits and VCSELs that are
used to generate the optical signals incident on the group of re-
ceivers, the uniformity of the properties of the photodetectors at-

tached to the group of receivers, and the throughput uniformity
of the optical system that is used to deliver the transmitted op-
tical signals to the group of receivers. As described in Section I,
large-scale optical imaging systems generally suffer from poor
power throughput uniformity.
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Fig. 11. Simulated eye diagrams of an optically and electrically differential receiver [8] at 250 Mb/s, illustrating the effects of nonuniformities in I and �i

for its differential inputs. Switching noise was superimposed on the voltage supply and ground rails with an amplitude of 100 mV. The nominal I is 55 �A and
�i is 50 �A. (a) I reduced by 20% for the inverting input. (b) I reduced by 20% for the noninverting input. (c) �i reduced by 20% for the inverting
input. (d) �i reduced by 20% for the noninverting input.

The need to provide all the receivers in a CBCG with a uni-
form to achieve optimal operation is problematic. In prac-
tice, the configurable CBCG parameters must be tweaked to ob-
tain optimal operation for as many receivers as possible for a
given optical power swing. Ultimately, if the variation in
across the receiver CBCG is too large to be compensated by
parameter tweaking or by increasing the optical power swing,
duty-cycle distortion or stuck-at 1/0 behavior will result for one
or more receivers, causing the operational yield of the CBCG to
decrease. This was experienced in [17], where the operational
yield was found to be poor at any data rate ( 25 ), worsening
by approximately 4% per decade with an increasing data rate.

B. Solutions Using Optically and Electrically
Differential Architectures

Given these problems, it is necessary to implement receiver
designs that are immune to problems that affect operational
yield. We contend that the use of optically and electrically
differential receiver architectures is the best approach to ob-
taining maximum operational yield in OE-VLSI applications.
As discussed in Section IV, a fully differential electrical archi-
tecture provides immunity to the effects of switching noise. It
also avoids the fixed decision threshold problems in optically
single-ended receivers but without the need to implement
area-intensive automatic offset control circuitry; the decision
threshold can be derived directly from the optical input signals
without regard to neighboring receivers. This essentially shifts
the scope of optical-power-level uniformity requirements for
high operational yield from the optical inputs of the entire

CBCG (the single-ended case) to the complimentary optical
inputs of a single receiver (the differential case).

To demonstrate the operational yield superiority of a fully dif-
ferential receiver design [8] over that of a single-ended receiver
design [17], a simulation-based test bed was developed using
SPICE. Eight-element CBCGs were constructed for each de-
sign, following their transistor-level implementations. The full
resistive and capacitive parasitics of the on-chip power distribu-
tion network, the inductance of the bonding wires for off-chip
power connections, and the resistive and capacitive parasitics of
the electrical interconnects driven by the receiver outputs were
all included in the model. A -b length pseudorandom bit
sequence (PRBS) was generated using a linear feedback shift
register (LFSR) implemented in a Matlab script, generating a
piecewise linear (PWL) input data file. This file was used for
the input data of a PWL voltage source in the simulation. The
input data patterns to all of the receivers were derived from the
PRBS output, and and were set for each receiver
using voltage-controlled current sources. for the receivers
in the CBCG was varied between 45 and 65 A, representing
approximately a 20 variation from the mean. was
kept constant at 50 A for each receiver. For the single-ended
design, optimal biasing and control settings were determined
for 55 A and equal to 50 A, and these pa-
rameters were used for the entire CBCG for subsequent simu-
lations. Power-supply switching noise was modeled by super-
imposing sinusoidal voltage waveforms on the power supply
and ground rails. The amplitudes of these noise sources were
varied to model different magnitudes of switching noise from
surrounding circuitry.
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Simulations were performed at 250 Mb/s—the targeted oper-
ating data rates for the differential design. It should be noted that
the single-ended receiver was functional experimentally at data
rates as high as 400 Mb/s. Simulation results were exported and
post-processed using Matlab to generate centered eye diagrams,
which are presented in Figs. 9 and 10 for the single-ended and
differential receiver CBCGs, respectively. In each figure, eye
diagrams with noise generation amplitudes of (a) 0 mV and
(b) 100 mV are shown. For the single-ended design, only the
four best of the eight eye diagrams are shown. Duty-cycle dis-
tortion is evident even without switching noise present; when
included in the simulations, the eyes are severely degraded. The
eye diagrams of the four other receivers were fully closed with
switching noise included. These poor operational yield results
are consistent with [17]. For the differential design, all of the eye
diagrams are exemplary with no switching noise present and re-
main open when switching noise is included in the simulations.

Additional simulations were performed to demonstrate the
versatility of the differential design in the presence of nonuni-
form and for the differential preamplifier inputs. For
these simulations, the data rate was 250 Mb/s, power supply
switching-noise amplitudes of 100 mV were used, and nom-
inal and values of 55 and 50 A were used for
both preamplifier inputs, respectively. Fig. 11(a) and (b) shows
simulated eye diagrams for the cases where was reduced
by 20% for the (a) inverting and (b) noninverting preamplifier
input with respect to the other input, for which remained
at 55 A. was 50 A for both inputs. Fig. 11(c) and (d)
shows simulated eye diagrams for the cases where the
was reduced by 20% for the (c) inverting and (d) noninverting
preamplifier input with respect to the other input, for which

A. was 55 A for both inputs. In all four
cases, the receiver remained functional, with only an increase
in jitter observed.

V. CONCLUSION

We have provided an analysis of the design and implemen-
tation of large, 2-D arrays of receiver and transmitter circuits
for use in OE-VLSI applications. We have described the design
environment of an OE-VLSI chip and the strong influence of
the digital circuitry on the design and test flow of the receiver
and transmitter circuits. There are severe constraints on phys-
ical space available for circuit implementation and on the ag-
gregate power dissipation of the receiver and transmitter arrays,
which can limit the circuit and application complexity that can
be implemented. The influence of the digital circuitry on the
design and test flows of the receiver and transmitter provides
an opportunity for significant advancement in test methodolo-
gies. The lack of tight bounds on the throughput uniformity of
large-scale optical systems provides a unique challenge for the
implementation of large receiver arrays. We have shown that an
optically and electrically differential architecture is optimal in
overcoming these design challenges for the implementation of
large receiver and transmitter arrays for OE-VLSI applications.

We have detailed the inclusion of DFT features to enable the
testing of OE-VLSI receivers and transmitters, as well as the im-
plementation test methodologies compatible with conventional
digital test techniques, and the integration of these methodolo-

gies at the chip level. We have described the benefits of a fully
differential architecture in combating the detrimental effects of
switching noise, as well as some design considerations to im-
prove the switching-noise performance of receiver and trans-
mitter circuits. Finally, we have demonstrated that the opera-
tional yield of receiver CBCGs is significantly improved when
an optically and electrically differential architecture, rather than
a single-ended architecture, is employed.
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